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Abstract
Counter-messages are used by civil education, youth prevention actors,
and security agencies to counter the magnitude of polluted content.
On the Internet, algorithmic operations of intermediaries affect how
users encounter and receive polluted content. As counter-messages
often show similar keywords, algorithms establish connections between
counter-messages and polluted content, primarily because they share
mutual topics. Against the background of legislative attempts to stop the
spread of extremist online content, this paper aims to further investigate the
interrelatedness of counter-messages and polluted content on YouTube due
to the platform’s recommendation algorithm. To that end, two information
network analyses were conducted based on each five seed videos of two
differently designed counter-message campaigns one year after their
publication on YouTube in 2019. Five thousand four hundred of the 35,982
videos of the two networks were analyzed qualitatively and manually.
Results show that counter-messages are indirectly strongly connected to
more polluted content. We further identify the campaigns’ design and
setup on YouTube as factors that can cause the interrelatedness between
counter-messages and polluted content.

Keywords: Information network analysis; YouTube; Algorithms; Counter-
messages; Polluted content

Introduction

Extremist actors who use social media to rapidly distribute their ideas to
a large audience and easily reach young audiences (Schmitt et al., 2018)
exacerbate worldwide societal concerns on the Internet as a multiplier of
extremist thoughts and ideas (Gottfried & Shearer, 2016). Most adolescents,
and almost two-thirds in most nations, had been exposed to online hate in
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the previous three months (Reichelmann et al., 2021). In Germany, more
than three-quarters (77%) of Internet users have experienced hate speech
(Landesanstalt für Medien NRW, 2022), and half of them have encountered
conspiracy narratives (e.g., denial of human-made climate change; Sänger-
laub & Schulz, 2021), and 37% of 14 to 19-year-olds have come across extremist
content at least sometimes in their online environment (Nienierza et al.,
2021). Although hate speech or conspiracy narratives do not necessarily
contain extremist ideas, they can be regarded as indicators of radicalization
dynamics in the online environment (Schulze et al., 2022): Therefore, we
coin extremist content, hate speech, and conspiracy narratives as ‘polluted
content’ following Wardle’s theoretical conceptualization of a “polluted in-
formation ecosystem” (2018, p. 951). When analyzing how Internet users find
polluted content, several routes are feasible. Aside from actively seeking it,
most users report more passive encounters, such as being forwarded videos
and, most often, simply ’stumbling’ upon it (Costello et al., 2016; Reinemann
et al., 2019; Rieger et al., 2013).

In this paper, we depart from the notion that ideological biases in algo-
rithmic recommendations (Haroon et al., 2022) may influence the proba-
bility of encountering and processing polluted content. First, algorithmic
recommendations via social media may encourage people to concern them-
selves with content from attitude-inconsistent sources they would usually
not engage with (Messing & Westwood, 2014). Second, younger users could
be exposed to content they cannot process properly, as they might lack a
critical reflection of content and sources (Morris, 2016; Sonck et al., 2011).
Moreover, “in the context of extremist content, algorithmic ‘recommenda-
tion’ could disguise ideological partisanship as they make content appear
‘related’” (Schmitt et al., 2018, p. 781). This might be especially important to
consider for another reason: Prevention actors put counter-messages in the
environment of polluted content to counter the promotion of extremist ide-
ologies and ideas (Schmitt et al., 2018): Counter-messages “can be defined
as positive messages directed against extremist ideologies, core elements of
ideologies, or violent extremist behavior” (Schmitt et al., 2018, p. 783).

Counter-message campaigns are often published on popular social me-
dia channels like YouTube. These often share similar keywords with their
counterpart of videos containing polluted content, directly referring to ex-
tremist actors by their names or organizations (Schmitt et al., 2018). Preven-
tion actors are thus confronted with a potential structural problem due to
the interconnectedness of counter-messages (CM) and polluted content
(PC): Watching one CM video could direct users to videos containing PC.
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Exposure to PC on YouTube may lead to a self-reinforcing process of diving
into extremist parts of the Internet (O’Callaghan et al., 2015). The case of
YouTube might be critical as it represents one of the most frequently used
social media platforms (Newman et al., 2022): Adolescents, in particular,
are heavy users of YouTube and the primary target group of propaganda
(Gottfried & Shearer, 2016; Schmitt et al., 2018). Further, internal referrals on
YouTube are the main factor leading to exposure to videos besides active
search (Zhou et al., 2010). Thus, YouTube’s recommendation system is a
crucial mechanism through which users engage with content (Figueiredo et
al., 2011).

Schmitt et al. (2018) analyzed the networks of two German CM cam-
paigns on YouTube. They concluded that counter-messages are closely or
directly related to “problematic, extremist” content. Their data collection
occurred before the so-called Network Enforcement Act, aiming at regulat-
ing and deleting PC, was introduced in Germany in June 2017. The current
study, therefore, aims at achieving two objectives: 1) It is designed to provide
a conceptual replication of Schmitt et al.’s (2018) network study to investi-
gate whether the findings replicate to other newer German anti-extremism
campaigns. 2) The second goal refers to recent attempts to work against PC
online. On the European level, the Code of Conduct tries to coordinate with
big platform operators. The Digital Services Act aims to mitigate systemic
risks, such as manipulation and disinformation, by introducing account-
ability frameworks and transparency rules. In Germany, a (debated) law,
the Network Enforcement Act, is meant to fight unlawful content on the
Internet, including hate speech and misinformation, by obligating social
networks with more than two million registered users in Germany to remove
manifestly / other unlawful content from their platforms within 24 hours
/ seven days of a complaint. Therefore, we also tested the closeness of re-
lations between CM and PC due to YouTube’s recommendation algorithm
three years after the law’s introduction.

Theoretical Background

Polluted content: Extremist messages, conspiracist videos,
and hate speech

In their network analysis on YouTube, Schmitt et al. (2018, p. 782) refer to
“messages used to promote extremism [and distinguish between] “different
’problematic’ shapes, which may overlap each other, such as: (a) hate speech,
(b) conspiracy theories, and (c) propaganda.” Wardle (2018) points out the
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need for a more thorough theoretical grounding and offers a theoretical
conceptualization of a polluted information ecosystem: She differentiates
between seven categories of information disorder and distinguishes false
and harmful messages along the three types of mis-, dis-, and malinfor-
mation. Misinformation is defined as false content not intended to harm,
dis-information as false content intended to harm, and mal-information as
truthful content intended to harm. However, incitements to violence, hate
speech, and extremist propaganda are difficult to research solely through
the lens of information disorder because these contents may be legal to
legislators in other contexts, causing harm to individuals, organizations, or
democracy (Wardle, 2018).

Accordingly, we seek to heed the call for shared definitions and build on
this framework (Wardle, 2018) as well as relate this study to previous work
(Schmitt et al., 2018): We base our study on counter-message campaigns,
which aim at working against polluted content, the collective term we use
to refer to forms of hate speech and conspiracy narratives as well as extrem-
ist messages. Nienierza et al. define extremism as “a political worldview
directed against the democratic constitutional state’s fundamental values
and core principles such as the equality of men, basic human rights, mutual
respect, and the rule of law” (2019, p. 2). It can further be described as strate-
gic communication (Arnold, 2003) that systematically aims to convince its
audience of an ideology. It is often differentiated into left-wing, right-wing,
or religiously motivated extremism in Germany (Reinemann et al., 2019).

Extremists publish audiovisual material, often termed extremist online
propaganda, to reach their audience (Frischlich et al., 2018). Schmitt et al.
(2018) differentiate extremist propaganda between right-wing and Islamist
extremist propaganda and can verify close links to counter-messages. Hate
speech can be described as “norm-transgressing communication that is
[. . . ] characterized by the derogation and defamation of [. . . ] members of
targeted social groups” (Rieger et al., 2018, p. 461). It can contain insults and
abusive language, be represented by explicitly racist or sexist insults and
incitement to violence but also manifest itself more implicitly (Gagliardone
et al., 2015; Rieger et al., 2021). Conspiracy narratives can be described as
“a proposed explanation of some historical event (or events) in terms of
the significant causal agency of a relatively small group of persons – the
conspirators – acting in secret” (Keeley, 1999, p. 116). Over time “conspiracy
theories have flourished on social media, raising concerns that such content
is fueling the spread of disinformation, supporting extremist ideologies, and
in some cases, leading to violence” (Faddoul et al., 2020, p. 1). Conspiracy
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narratives do not always need to be communicated with the purpose to
harm, and so might comprise both disinformation and misinformation
(Santos-d’Amorim & Miranda, 2021). In January 2019, YouTube announced
it would modify its recommendation algorithm to downgrade conspiracist
videos (YouTube, 2019).

Countering polluted content with counter-messages

Civil education, prevention actors, and security agencies strive to counter
polluted content to prevent its potential influence. Counter-messages con-
stitute one part of their prevention activities. There are numerous CM for-
mats, ranging from visual (texts and graphics) to audio (speeches and pod-
casts) to audio-visual (videos), with videos being the most employed by
prevention actors (e.g., “ExitUSA” launched by the American non-profit
organization Life After Hate). Counter-messages are known in research fo-
cusing on countering and preventing violent extremism as the prevention
of new radicalization processes, particularly among adolescents (Caplan &
Caplan, 2000).

Studies on the effectiveness of CM in counteracting the possible effects
of polluted content are mixed (Frischlich et al., 2018; Hemmingsen & Cas-
tro, 2017). Two experimental studies demonstrate that counter-messages
displayed directly before polluted content can decrease the evaluation of
PC (Frischlich et al., 2018). Further, Counter-messages seem most effective
when they argue openly, in a two-sided manner, which does not evoke reac-
tance (Schmitt et al., 2021; Braddock, 2022). However, the interaction of PC
and CM on the Internet must be studied in conjunction with the platforms’
algorithmic operations, which impact users’ perceptions of online material
and selections (Saurwein et al., 2015).

Algorithmic curation of online information as a potential
source of bias

To better understand exposure to PC, research on selective exposure has
revealed that people with extreme attitudes are more likely than those with
moderate attitudes to expose themselves to content selectively (Stroud,
2010) and also show more certainty in their beliefs (Wojcieszak, 2009). How-
ever, algorithms also play a vital role in selection processes (Schmitt et al.,
2018; Thorson et al., 2019): They entail essential gatekeeping functions by
making selection decisions for aggregators, search engines, or social media
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(O’Callaghan et al., 2015). Often, algorithmic selections increase the visibil-
ity of latent biases within data sets and biases of programmers (Rainie &
Anderson, 2017) as well as human behaviors (Saurwein et al., 2015) and non-
conscious biases in human thinking. Algorithmic recommendations can
influence the content users consume, the diversity of users’ exposure, and
potentially reinforce (some) users’ biases from selective exposure. Individ-
ual, self-selected, and algorithmic personalization can lead to information
cocoons (Zuiderveen Borgesius et al., 2016) or filter bubbles (Pariser, 2011).

Recent theory advancements include a distinction between supply, expo-
sure, and consumption diversity when investigating recommender systems
and (their effects on) media diversity (Loecherbach et al., 2020) to account
for both individual news selection mechanisms and algorithmic selection
and ordering (Mattis et al., 2022). The concept of filter bubbles has been the-
oretically (Dahlgren, 2021) and empirically challenged: Results of empirical
studies (e.g., Flaxman et al., 2016; Krafft et al., 2019; Nguyen et al., 2014) and a
synthesis of empirical research on the extent and effects of self-selected and
pre-selected (i.e., algorithmic) personalization (Zuiderveen Borgesius et al.,
2016) show little evidence of strong personalization effects regarding (news)
recommendations. Research suggests it depends on the platform and the
way it is used: Knudsen (2022) conducted two online experiments that sim-
ulate different news recommender systems and unobtrusively logged user
behavior to find that the increase or decrease of the chance that selective ex-
posure occurs depends on what the news recommender system “is designed
to achieve.” Jürgens and Stark (2022) use a four-month tracking dataset and
a comprehensive content analysis covering the online news consumption
of over 10,000 German citizens to show that short-term usage of platforms
uniformly increases exposure diversity, whereas long-term reliance can lead
to decreases.

Regarding YouTube, one of the most frequently used social media plat-
forms (Newman et al., 2022), results from a sentiment and social network
analysis investigating users’ expressed opinions on three different political
topics provide evidence for a “moderate level of connections between dissim-
ilar YouTube comments but few connections between agreeing comments”
(Röchert et al., 2020, p. 81). Haroon et al. (2022) conducted a systematic
audit of YouTube’s recommendation system using a hundred thousand sock
puppets, combining research on YouTube’s recommendation algorithm with
an investigation of ideological bias, its magnitude, and radicalization (pro-
gressive extremity of recommendations). The findings reveal that YouTube
recommendations steer users, particularly right-leaning users, to ideologi-
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cally biased and increasingly extremist content. Relatedly, regarding pro-
moting conspiracist videos on YouTube, Faddoul and colleagues (2020) built
a classifier for automatically detecting conspiracy narratives and identified
a positive correlation between the source video’s conspiracy likelihood and
the recommended video’s conspiracy likelihood.

The role of YouTube’s algorithms for the interrelatedness of
CM and PC

YouTube defines related videos as those “a user is likely to watch after having
watched the given seed video” (Davidson et al., 2010, p. 294). The related-
ness of videos on YouTube is based on the interconnectedness of channels,
producers, videos, similar catchphrases, user data and data of related or
similar users (Davidson et al., 2010; Covington et al., 2016). The thematic
congruence of videos, indicated by mutual keywords or tags, for example,
“Islam”, can lead the recommendation algorithm to link videos of a contrary
message. This opens a new viewpoint for research on personalization, as
such linkages could result in a broader set of attitudes and perspectives
(Bode & Vraga, 2015). The interconnectedness of counter-messages and
polluted content could be high due to the thematic congruence of videos.
This may lead to a promotion of PC through exposure to CM. Polluted con-
tent might then as well promote counter-messages because they could be
perceived as “related”, but it needs to be considered that there might already
be more published propaganda material than CM (Schmitt et al., 2018).

Ledwich and Zaitsev (2019) investigated the role of YouTube algorithms
in suggesting radical content. Their classification of almost 800 political
channels and a study of the suggestions obtained by each channel type
indicate that YouTube’s recommendation algorithms actively dissuade con-
sumers from visiting extreme or extremist content. In contrast, the empirical
findings of an auditing study of YouTube suggestions demonstrate strong
ideological bias in recommendations based on the user’s prior exposure:
“The number of biased videos at higher depths is not only greater but [. . . ]
the recommended videos are also increasingly radical” (Haroon et al., 2022,
p. 17).

Both studies deal with PC distribution on YouTube and come to very
different conclusions. However, they do not consider the role of counter-
messages, i.e., their objective to counter PC while bearing the risk of pro-
moting PC. Considering this inconsistency, the research gap regarding the
inclusion of CM, and the pioneer study of Schmitt et al. (2018), the following
research questions are aimed at investigating the relatedness of CM and PC
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on YouTube after the implementation of the Network Enforcement Act: RQ1:
How closely are German CM related to PC on YouTube? RQ2: How closely
are German CM related to other CM on YouTube?

Method

Description of seed videos

Two exemplary German CM campaigns published on YouTube in 2019 have
been selected as they (a) represent successful, nationwide CM web video
projects, (b) are coherent and comprehensive regarding their content, (c)
address two different topics: (1) countering Islamist extremism, and (2)
countering racism, both right-wing and Islamist extremism, and discrim-
ination of people identifying as LGBT+1, and (d) concentrate on different
target groups (cp. Schmitt et al., 2018):

The campaign Jamal al-Khatib (JAK) (1), launched by the non-profit
organization Turn – Association for the Prevention of Violence and Extrem-
ism, aims at conveying alternative narratives to jihadist propaganda. The
web video project targets young people susceptible to jihadist or Salafist on-
line propaganda and those who already sympathize with jihadist or Salafist
groups and whose online lives are dominated by extremist ideas. With the
campaign’s second season of CM, five videos have been published on the
eponymous YouTube channel Jamal al-Khatib. With these five videos the
creators explain selected concepts, such as takfir2, honor, shirk3, democracy,
and resistance. The overall CM campaign is characterized by its narrative
approach, as a fictive male protagonist tells his stories of how he managed
to exit extremist groups (Jamal al-Khatib, 2020).

The campaign Say My Name (SMN) (2), which is produced by “Kooper-
ative Berlin” on behalf of the German Federal Agency of Civic Education,
contains nine videos in which six female German YouTubers talk about their
religion, ethnic origin, and sexual identity. Discrimination due to these
human identifiers is a key theme the creators address by discussing their or
friends’ experiences. The campaign aims at strengthening the importance
of democracy and plurality for living together in society and is targeted at
young women between 14 and 25 years (Say My Name, 2020).

Data collection procedure

For the data analysis, we selected all five videos of the second season of the
JAK campaign and five out of the nine SMN videos to achieve comparable
results between the two campaigns. The five SMN videos with the highest
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number of views have been chosen, as this selection criterion indicated
societal relevance regarding media contact and potential effects. The total
number of views of the SMN campaign (n = 110,430) is comparable to the
number of views of the JAK campaign (n = 147,465), reached in February
2020, a year after the videos’ publication in 2019. The five videos of each
campaign represent the seeds for data collection.4

The online tool YouTube Data Tools – Video Network Module (Rieder,
2015) was used to scrape relevant network data from YouTube’s application
programming interface endpoint (Google Developers, 2017). These network
data include a list of “related videos” and their metadata (e.g., video and
channel ID & title) for each list of seeds. Starting with the five seeds for
each campaign, related videos, videos “a user is likely to watch after having
watched the given seed video” (Davidson et al., 2010, p. 294), were retrieved
from the search/list#relatedToVideoId API endpoint. The tool captures a
maximum of 50 ‘related videos’ per item. Crawl depth was set to “2” and
starts with “0”, representing the relations between the seeds. Data collection
occurred from the 30th of January to the 1st of February 2020. Aiming at
reduced biased results due to the researchers’ search history and behavior
(see also Schmitt et al., 2018), browser history, download history, cookies
and other website data, images and cache data, passwords, autofill data,
website settings and hosted app data have been deleted.

Network analysis

The main objective of using network analysis is to extract relational data of
entities instead of investigating independent objects. The analytical concept
of a network can be defined as a set of entities, such as people, groups, or
videos, with some interactions or relationships between them. For this study,
a network was created for each of the two CM campaigns. The software
Gephi (Version .9.2; Bastian et al., 2009) was used to visualize the data,
whereby nodes represent the entities, namely CM videos and edges stand
for the relationships between videos, namely links to related videos.

To extract the community structure of the two networks, modularity
optimization was used: The heuristic method not only outperforms other
community detection methods in terms of computation time, but the al-
gorithm also generates high-quality communities, as measured by the so-
called modularity, and constitutes a built-in algorithm in Gephi (Blondel et
al., 2008). The networks’ nodes and edges were clustered into communities
based on modularity measures. The modularity of a partition refers to a
value between [-1;1] that measures the density of links inside communities
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compared to links between communities (Blondel et al., 2008). Nodes are
likely to share similar characteristics within a community (as opposed to
across communities). Modularity is used to assess the quality of clustering
(Newman & Girvan, 2004), whereby the values of the modularity measure
may vary between zero and one. A value M < .4 indicates a low distinctive-
ness of clusters, a value between M = .4 and M < .6 hints at a medium level
of distinctiveness, and a value M ≥ .6 represents high separation among the
clusters (Himelboim et al., 2013).

ForceAtlas2, a force-directed layout algorithm, was applied to each data
set to visualize the data. Simulating a physical system, the layout exhibits
the spatial structure of the concerning network as “nodes repulse each other
like charged particles, while edges attract their nodes, like springs” (Jacomy
et al., 2014, p. 2). The final network graph’s visualization facilitates data
analysis and interpretation. Nodes linked by various edges are located in
the same part of the network, and nodes with fewer connections to other
nodes are further apart. The “very essence is to turn structural proximities
into visual proximities, facilitating the analysis and in particular the analysis
of social networks” (Jacomy et al., 2014, p. 2).

The Eigenvector centrality of each node has been calculated to analyze
the significance of each node in the two networks. Eigenvector centrality
measurement represents the centrality of a node regarding the global struc-
ture of the network and assigns relative scores to all videos in the network
(Al-Taie & Kadry, 2017). Relations to nodes with high scoring contribute
more to the score of the respective node than relations to nodes with low
scoring. The more a node is connected to other well-connected nodes, the
higher is the Eigenvector centrality value and thus the influence of this node.

Content Analysis

While the networks’ analysis is based on the entire dataset, the content analy-
sis of the communities is based on a sample: More specifically, a randomized
sample of 15% of all videos was drawn for each cluster of the two networks.
Based on the approach of Schmitt and colleagues to “get a sample size small
enough to work with [. . . ] but balanced and big enough to be representative
for the total cluster” (2018, p. 802), it was decided for a 15% sample, which
constitutes a scope of 5,397 videos in total. After data collection and sample
drawing, each of the 5,400 videos (three more due to rounding errors when
drawing the sample individually for each cluster) and its metadata were
qualitatively and manually analyzed. The quality of the scraped meta data of
the 5,400 videos, namely their titles, associated keywords, and descriptions,
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strongly depends on what the uploader provides.

The labeling process of the YouTube videos was affected by different
elements of the videos: Every video was watched for at least several seconds,
and every video’s metadata, title, description, as well as comments were
scanned. In the case of uncertainty or ambiguities, videos were watched
longer, and further information was sought (e.g., researching names and
organizations or using translator tools in case of language barriers).

Standard YouTube categories such as “Autos & Vehicles” or “Comedy” (for
a detailed listing, see Table 2) were used to characterize the videos, as recom-
mended by prior studies (Filippova & Hall, 2011; Schmitt et al., 2018). On top
of these categories, a new one, “Religion & Religious Music”, was included to
fill a gap in the nomenclature. Based on previous research (O’Callaghan et
al., 2015; Schmitt et al., 2018), polluted content was operationalized with four
different categories, namely Islamist extremist (IE) propaganda, right-wing
extremist (RE) propaganda, hate speech, and conspiracist videos. Following
Schmitt and colleagues (2018), propaganda was differentiated into the widely
spread forms of right-wing extremist and Islamist extremist propaganda.

Right-wing extremism is understood as an “ideology that encompasses
authoritarianism, anti-democracy and exclusionary and/or holistic nation-
alism” and thus messages entailing authoritarianism, nationalism, racism,
anti-Semitism, xenophobia, antidemocracy or populism were classified as
RE propaganda (Carter, 2018, p. 157). Islamist extremism can also be de-
scribed as political extremism, but the relation to religion plays the most
important role (Reinemann et al., 2019): A religion itself becomes an ex-
tremist trait if politics and society are to be shaped strictly according to
the standards of a single true religion – in Germany and Europe, the rela-
tion between Islam and Islamism is particularly strong in public discourse.
Messages referencing Islamist language, logos, symbols, organizations, or
ideologies were classified as Islamist extremist messages. In contrast to
extremist propaganda, hate speech does not necessarily serve a political or
religious goal (see Rieger et al., 2018).

Messages were classified as hate speech when they were targeted at
individuals or groups associated with criteria such as race or gender if these
were not considered to be derived from a political or religious ideology.
Conspiracist videos were classified as such when messages included the
explanation of events “in terms of the significant causal agency of [. . . ]
conspirators” (Keeley, 1999, p. 116). Counter-messages were coded as such
if the video’s primary purpose was to actively counter any form of PC. It is
noteworthy that almost every counter-message revealed an institutional
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affiliation.
To assess the coding reliability of the individual categories, YouTube

videos from all clusters of the two networks were reprocessed to compare
the first and second coding two years later. As the content analysis was
conducted by one coder, intracoder reliability, particularly Cohen’s Kappa,
was regarded as a suitable measurement (Gwet, 2008). The analysis of 300
double-coded videos reveals substantial agreement (Cohen’s Kappa = .72).

Results

Networks’ key metrics

The network of the JAK campaign is composed of 16,890 nodes and 359,234
directed edges. The average number of edges between the nodes in the
network (average degree) amounts to 21.269. The ratio of the number of
relations present to the maximum number of relations possible (network
density, [0;1]) equals .001. The network of the campaign SMN contains more
nodes (19,092) and more edges (488,561), the average degree is higher (25.590),
and the network density is comparable (.001) to the JAK campaign.

Jamal al-Khatib Say My Name

Number of selected seeds 5 5

Number of total views of the seeds 147,465 110,430

Number of nodes (videos) 16,890 19,092

Number of (directed) edges (links) 359,234 488,561

Average degree 21.269 25.590

Network density .001 .001

Number of clusters 18 10

Modularity value .779 .463

Seeds’ eigenvector centrality (EC) [.0002; .0056] [.0001; .0272]

Table 1: Key metrics of the two counter-message campaign networks

A modularity value of .779 indicates a high separation among the identi-
fied 18 clusters (resolution = 5)5 of the JAK network, whereas .463 hints at
a medium level of distinctiveness of the identified ten communities (reso-
lution = 5) of the SMN campaign (Himelboim et al., 2013). The JAK seeds
display very low values of EC, ranging from EC = .0002 to EC = .0056. Regard-
ing the network SMN, the seeds show slightly higher but also very low values
of EC, with four of five videos ranging from EC= .0001 to EC= .0087. Solely
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one video displays a significantly higher value, namely EC = .0272. This
video represents the most influential seed beneath the seeds that constitute
the basis of the SMN (as well as the JAK) network. This seed also displays
the highest number of views (n = 62,243) and the highest number of 248
incoming connections (also in comparison to all other nine seeds).

Network analysis: Jamal al-Khatib

The three largest clusters account for over 60% of all videos (see Figure 1
and Table 2). A brief characterization and the size of each cluster of the JAK
network are shown in Table 2, whereas a more detailed description based
on the content analysis sample can be found in Table 3.

Among the seven largest communities of the 18, four communities are
dominated by PC: Community 10, 0, 15, and 9. Identified PC is rather subtle,
as YouTube is legally bound to remove violent extremist and terrorist content.
Community 10 is the second largest cluster (22.55%; see Table 2) and contains
80.7% IE propaganda (95% confidence interval = [0.78, 0.84]; see Table 3).
Only 8.76% [0.06, 0.11] videos of Community 10 subsumed under the category
Religion & Religious Music.Those videos mostly contain references to Islam
but do not show a radical understanding of it. This cluster also contains other
forms of PC, namely hate speech and RE propaganda, a few entertaining
formats, and four (0.7% [0.00, 0.01]) CM (see Table 3). The fourth largest
Community 0 (see Table 2) also includes a high number of IE propaganda
amounting to 47.7% [0.42, 0.53] and a counterbalance of 42.1% [0.37, 0.48] of
videos belonging to the category of either Music or Religion/Religious Music
(Table 3). The Communities 15 and 9 are significantly smaller clusters than
the first four or five (see Table 2) but are also dominated by PC, namely IE
propaganda of both 58.1% [0.48, 0.69] (Table 3).

Two of the seed videos (B and D) belong to Community 10, which is the
second largest (see Table 2) and most significant extremist cluster of the
network (see Table 3). Another two seeds (A and E) belong to the largest
cluster, Community 5 (see Table 2). This cluster consists almost exclusively
of various entertaining categories except for CM (6.3% [0.04, 0.08]) as well as
PC (3.8% [0.03, 0.05]; see Table 3). Each video category is represented in this
cluster. The last seed (C) belongs to Community 13, which does not include
either PC or CM (see Table 3): This cluster consists of videos assigned to the
categories of People & Blogs (mainly lifestyle videos as YouTuber), Comedy
(e.g., prank, sketch, parody) and Gaming (e.g., let’s play, streaming). Most
videos are People & Blogs (49% [0.42, 0.56], of which most show YouTubers
reacting to other YouTubers’ videos, often mockingly.
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Figure 1: Size and description of the 18 communities and location of seeds (A-D) within the
network JAK

Another cluster worth mentioning is the third largest Community 11 (see
Table 2), which mainly consists of the category Music (70.7% [0.66, 0.75]; see
Table 3) but also includes a few CM and PC. The eleven other communities
are the smallest communities (see Table 2: grey and beige). They neither
contain CM nor PC (see Table 3), and five comprise only one category (see
Table 3). 759 of all 2,534 analyzed videos of the JAK network contain PC,
which amounts to 30.0% [0.28, 0.32]. 44 of all 2,534 analyzed videos of the
JAK network, namely 1.7% [0.01, 0.02], constitute CM other than the seeds.

In summary, in the case of the JAK campaign, for RQ1, the results show a
strong connection between PC (most specifically Islamist extremist propa-
ganda) and seed video B as well as D. In comparison to that, seeds A, C, and
E show fewer relations to such content.
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Community Description Size

5 Diverse Entertaining Content and Polluted Content 24.64%

10 IE Propaganda 22.55%

11 Music, Entertainment, and People/Blogs 14.13%

0 IE Propaganda, Religion/Religious Music, and Music 11.98%

13 People/Blogs, Comedy, and Gaming 7.59%

15 IE Propaganda, Religion/Religious Music, and Hate speech 3.40%

9 IE Propaganda, Religion/Religious Music, and Entertainment 3.38%

17 Religion/Religious Music and Entertainment 2.17%

1 Entertainment and Film 1.72%

16 Entertainment, Music, and News/Politics 1.60%

14 Animals, Entertainment, and Film 1.45%

2 Music (Arabic) 1.12%

12 Religion/Religious Music .98%

3 Entertainment .88%

4 Gaming .82%

6 Music (German) .82%

8 Education .44%

7 Autos/Vehicles .33%

Table 2: Legend of Figure 1: Size (percentage = share of videos/nodes in the network based on
the entire dataset) and description (community label based on categories with highest shares
of the content analysis) of the 18 communities within the network JAK

Regarding RQ2, the findings reveal that other CM than the seeds are
underrepresented in the network, whereas 30.0% [0.28, 0.32] of all videos
constitute PC. Community 5 has the highest CM share (6.3% [0.04, 0.08]).
Besides this cluster, only two others of the 18 in total contain CM and their
shares are below one percent. It can be constituted that other CM are per
YouTube’s definition of ‘related videos’ less associated with videos of the JAK
campaign than videos containing PC. Regarding the titles of the five seed CM
videos, it is suggested that keywords may have influenced the relatedness
with PC (see also Schmitt et al., 2018): Whereas seed videos B and D, which
belong to the biggest extremist cluster of the network, contain the words
“shirk” and “takfir”, the other three seed videos with fewer relations to PC
do not include this explicit vocabulary that is often (mis-)used in Islamist
extremist propaganda.
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Table 3: Overview of the composition of the 18 clusters in the network of JAK
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Table 3: Continued
Note: The table is based on samples of 15% we randomly drew for each cluster. Values are

rounded. Confidence intervals are based on α = 5%.
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Network analysis: Say My Name

The two largest communities account for over 90% of all collected videos
(see Figure 2 and Table 4). A brief characterization of each cluster of the
SMN network is shown in Table 4, whereas a more detailed analysis of each
cluster’s content can be found in Table 3.

Figure 2: Size and description of the 18 communities and location of seeds (A-D) within the
network JAK

The first two seed videos (A and B) are part of the second largest cluster
(Community 1; see Figure 2 and Table 4): This cluster includes a wide
range of diverse, entertaining content, whereby the category People & Blogs
accounts for 71.9% [0.69, 0.75] and HowTo & Style for 16.0% [0.14, 0.18]. In
this community, there are also other videos by the creator of the two seed
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Community Description Size

9 Diverse Entertaining Content and Polluted Content 56.76%

1 People/Blogs and Diverse Entertaining Content 35.61%

0 Music and Howto/Style 3.03%

8 Music 2.01%

3 Howto and Gaming .72%

2 Film and Entertainment .45%

6 Entertainment, Travel, and People/Blogs .42%

4 Sports and People/Blogs .40%

5 Gaming .39%

7 Howto .20%

Table 4: Legend of Figure 2: Size (percentage = share of videos/nodes in the network based on
the entire dataset) and description (community label based on categories with highest shares
of the content analysis) of the ten communities within the network SMN

videos, which partially represent other CM. Regarding PC, solely two out of
the 1,020 analyzed videos have been identified as hate speech (0.2% [0.00,
0.00]) and represent reactions of YouTubers to hate speech that contain hate
speech themselves.

Another two of the five seed videos (C and E) belong to Community
9 (see Figure 2 and Table 4), constituting the network’s largest cluster. A
wide range of topics characterizes this community. Various entertaining
videos are mainly categorized as People & Blogs and Entertainment. Further,
various political videos are subsumed under the category News & Politics as
general news/roundtable/political speech or People & Blogs as an individ-
ual’s political opinion. This cluster has a high share of CM of .6% [0.05, 0.08].
Concerning PC, the results reveal that IE propaganda amounts to 6.6% [0.05,
0.08], RE propaganda to 1.4% [0.01, 0.02], hate speech to 0.1% [0.00, 0.00],
and conspiracist videos to 1.1% [0.01, 0.02] (see Table 5). There were very few
videos displaying Christian extremist beliefs and strong criticism of Islam,
which were subsumed under hate speech due to their small amount but
pejorative attitude. Besides this cluster and Community 1, which contains
0.2% [0.00, 0.00] hate speech, there is no other cluster with PC.
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Table 5: Overview of the composition of the ten clusters in the network of SMN
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Table 5: Continued
Note: The table is based on samples of 15% we randomly drew for each cluster. Values are

rounded. Confidence intervals are based on α = 5%.
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The last seed (D) is part of the third largest community, 0 (see Figure
2 and Table 4). The cluster mainly contains videos of the category Music,
namely English pop and German rap, and Howto & Style videos regarding
hair, makeup, clothing, and recipes. The community also includes other
videos of the creator of seed D, which partially represent other CM but
contains no PC. All clusters other than Community 0, 1, and 9 within the
network of SMN neither contain PC nor CM and are relatively small and
coherent (Figure 2, Table 4 and 5). Community 9 represents the cluster with
the highest share of both PC and CM and is also the largest cluster, with over
50% of all network videos. 151 of the 2,866 analyzed SMN videos constitute
PC, representing 5.3% [0.05, 0.05] of all manually categorized videos. Other
CM apart from the seeds of the network amount to 115, equaling 4.0% in
total [0.04, 0.04].

In sum, regarding the campaign SMN compared to JAK, there are fewer
associations between PC and CM. Answering RQ1, the findings reveal that,
although there is only one cluster with more than two videos with PC and
four out of five seeds’ EC values are very low, there are connections between
CM and PC. Although CM compete with a higher number of PC, they are
directly related to the seeds and more widely spread across the clusters.
Thus, regarding RQ2, it can be constituted, based on the scattering and
proximity of CM, that the CM campaign SMN shows stronger associations
to other CM than PC compared to the JAK campaign.

Discussion

This study combined network and content analysis to investigate how Ger-
man CM campaigns on YouTube are connected to PC and other CM by
YouTube’s definition of ‘related videos’ that constitutes a fundamental as-
pect of YouTube’s algorithmic recommendations. Results show that CM are
not only connected to other CM but also closely connected to non-indictable
PC, reinforcing the finding that “the exposure to CMs may be tainted with
risks” (Schmitt et al., 2018, p. 801). Partially, PC is even directly connected
to CM (CD = 1), which represents recommendations of videos containing
PC based on prior watch of a video containing CM. Further, there remains a
gap between the volume of CM and PC, which is particularly large regard-
ing the JAK campaign. From these results, it can be concluded that the
Network Enforcement Act may not have significantly impacted the subtle,
non-indictable extremist propaganda. However, in comparison to the find-
ings of Schmitt et al. (2018), the results display fewer (links to) conspiracist
videos and hate speech. On the one hand, this could relate to the (different)
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characteristics of the campaigns but is also likely to have been influenced
by legal adjustments or YouTube’s modification of its recommendation algo-
rithm.

However, these results should not be interpreted as the success of at-
tempts to stop the spread of PC online. On the contrary, the interrelatedness
of CM and PC on YouTube due to the platform’s algorithmic recommenda-
tions raises concerns. Speaking of differences between the two CM cam-
paigns, findings indicate that the relatedness of CM and PC depends on
both a) the campaign’s design and b) its setup on YouTube: a) The SMN cam-
paign targets a group that is thought to be potentially vulnerable to polluted
online content and does not directly refer to extremist ideas or concepts but
pursues a style of positive language, strengthening fundamental values in
democracies, such as pluralism and tolerance. This campaign is associated
with a comparatively low level of interrelatedness with polluted content
(5.3% [0.05, 0.05] PC). The JAK campaign, on the contrary, aims at targeting
individuals already sympathizing with jihadist or Salafist groups. It directly
refers to extremist concepts and violence, also using respective words and
visuals to transport messages against extremism and related forms. This
campaign displays a high level of interrelatedness with polluted content
(30.0% [0.28, 0.32] PC). b) Within the JAK campaign, results further reveal
that keywords, especially regarding the videos’ titles, may be a crucial factor
driving the interrelatedness with polluted content (seed videos B and D
mention “shirk” and “takfir” and belong to the network’s biggest extremist
cluster).

Portraying CM as normatively “good” therefore needs to be challenged
for three reasons: First, the structural proximities to PC pose severe threats,
as internal referrals on YouTube have been found to be the main factor
leading to exposure to videos besides the active search (Zhou et al., 2010).
Second, regarding the potential effects of unintentional exposure due to
recommendations, content labeled as ‘related’ may encourage users to con-
cern themselves with content from attitude-inconsistent sources (Messing
& Westwood, 2014), potentially resulting in the acceptance of unexpected
messages. Third, online propaganda seems to be especially capable of con-
firming pre-existing extremist beliefs (Wojcieszak, 2009). However, CM can
ideal-typically be theorized as (positive) messages against polluted content.
Referring to our theoretical framework, we suggest differentiating between
intentionality and truthfulness (Wardle, 2018) to generate less normative
evaluations of these types of content.
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Limitations and future perspectives

Several limitations to this research are pointed out to provide improvements
and ideas for future studies on the interrelatedness of PC and CM. First,
the empirical study is limited to two specific CM campaigns that are not
representative of all. Second, the two information network analyses have
been conducted based on data gathered at one point in time and thus do
not allow a longitudinal view. Third, data has only been gathered with a
crawl depth of two. Addressing these three limitations, future research may
profit from collecting data at different times (Courtois & Timmermans, 2018)
and multiple campaigns with an increased crawl depth to generalize results
for the interrelatedness of CM and PC on YouTube. Fourth, the manual
content analysis was only conducted on a 15% sample of each cluster of each
network. Addressing the first three limitations by scaling up the research
intensifies the difficulty of conducting a reliable and valid content analysis
of the entire dataset: The identification of polluted content is challenging, as
extremist actors seek to subtly communicate their radical ideas to bypass the
prohibition and deletion of content relevant to criminal law. Future research
will benefit greatly from further development of automated content analysis.
Fifth, this research strongly depends on what YouTube provides via the
data API (Google Developers, 2017), e.g., limiting the maximum number
of “related videos”. Sixth, data has been gathered with the user profile of a
“blank prototype”, meaning that browser and download history, cookies and
other website data have been deleted. A simulation of different user types,
as Schmitt et al. (2018) suggested, or data donations would further increase
the external validity.

Practical implications

From a practical lens, the results of this study provide empirically sound
starting points for the design of CM for prevention actors: It shows that
the dissemination of positive counter-message campaigns (e.g., SMN) via
YouTube is associated with a comparatively low level of interrelatedness with
PC. Simultaneously, the results do not imply that CM campaigns directly
referring to extremist ideas (e.g., JAK) should not be utilized. It is vital to
consider the campaign’s design in conjunction with the type of prevention
and target group: The JAK campaign displays close connections to PC on
YouTube but holds the potential of reaching already radicalized individu-
als and displays a narrative, two-sided style (male protagonist’s emotional
stories of exiting extremist groups) that might hold the potential to avoid

132 VOL. 5, NO. 1, 2023



COMPUTATIONAL COMMUNICATION RESEARCH

reactance effects when being consumed (Schmitt et al., 2021). Another factor
represents the distribution and setup via YouTube: On the one hand, public
dissemination via YouTube of prevention campaigns that contain direct
references to polluted content must be questioned critically: Is there a risk
that (non-radicalized) individuals will be exposed to the videos and in turn
potentially directed to polluted content? On the other hand, there is already
more published polluted content than counter-messages on YouTube, and
the connectedness of CM and PC might also offer the chance of breaking
up a recommendation spiral of videos with PC. However, a further ‘meta-
analysis’ of the underlying dataset of the two CM networks shows that the
relatedness of CM and PC is asymmetrical in a way that there is more CM
‘recommending’ PC than PC relate or link to CM (Zieringer, 2022), which
in parts can be again traced back to the higher amount of PC. Ultimately,
a publication of CM campaigns, and especially those for already radical-
ized individuals, on YouTube serves the objective of working against the
vast amount of PC on the platform but is recommended to be set up with a
careful choice of keywords that contain the positively framed message of
the videos with less direct references to extremist concepts.

Beyond these prevention measures, the promotion of media literacy
as well as community management and moderation, play an outstanding
role: Recognition of Schmitt et al. that “online and offline [countering and
preventing violent extremism] efforts should be combined in order to suc-
cessfully counter the negative effects of [polluted content]” (2018, p. 801),
is still relevant today. However, responsibility should not only be shifted to
media literacy education and prevention actors: The research provides in-
sight into a significant effort to find evidence regarding ideological biases in
algorithmic recommendations. The conclusion of current research, that “as
the nature of opinion power [including the systemic power of platforms] is
changing, so must the tools of control” (Seipp et al., 2023, p. 1) is again under-
scored (for Germany: Reinemann & Zieringer, 2021; Stegmann et al., 2022).
Regarding current policy initiatives in Europe, the imposition of greater
societal responsibility on media platforms runs the risk of amplifying the
platforms’ power as “active political actors in their own right” (Helberger,
2020, p. 842). Design principles for recommender systems represent one
solution (see Helberger et al., 2018). The primary goal of exposure diver-
sity should be interpreted based on democratic theory within its bounds
concerning the potential interrelatedness of ideologically diverse counter-
messages and polluted content on YouTube.
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Notes
1LGBT+ is an acronym for lesbian, gay, bisexual, and transgender and includes other forms

of gender and sexual identification or orientation, i.e., queer, intersex, and asexual.
2Takfir means, according to Islamic law and theology, the ex-communication of Muslims

declared as unbelievers, i.e., Kāfir (Hassan, 2017).
3Shirk is a strongly negative connotated term for associating other entities with God (Espos-

ito, 2009).
4For more information on the two campaigns and the seed videos’ descriptive variables,

please see Online Appendix A and B: https://osf.io/vybg3/
5The resolution of five has been selected based on the approach to get as distinct clusters

as possible and as many as necessary. Schmitt and colleagues have used the same resolution
for their study (2018).

Data Availability Statement

The data underlying this article are available in the article and its online
supplementary material, which can be found at: https://osf.io/vybg3/
The underlying raw data of this article will be shared on reasonable request
to the corresponding author.
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