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Abstract
Topic modeling enables researchers to explore large document corpora. 
Large corpora, however, can be extremely costly to model in terms of time and 
computing resources. In order to circumvent this problem, two techniques 
have been suggested: (1) to model random document samples, and (2) to 
prune the vocabulary of the corpus. Although frequently applied, there has 
been no systematic inquiry into how the application of these techniques 
affects the respective models. Using three empirical corpora with different 
characteristics (news articles, websites, and Tweets), we systematically 
investigated how different sample sizes and pruning affect the resulting topic 
models in comparison to models of the full corpora. Our inquiry provides 
evidence that both techniques are viable tools that will likely not impair the 
resulting model. Sample-based topic models closely resemble corpus-based 
models if the sample size is large enough (> 10,000 documents). Moreover, 
extensive pruning does not compromise the quality of the resultant topics.

Keywords: latent Dirichlet allocation, model selection, preprocessing, text analysis, 
topic model

Introduction

Latent Dirichlet allocation (LDA) topic modeling has become a popu-
lar technique in communication research. It is used to identify hidden 
topical categories within large document collections (Blei, Ng, & Jordan, 
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2003). The LDA algorithm inductively searches for latent content variables  
(topics) inferred from recurring word patterns (Blei, 2012).

Although coding large corpora is one of the main advantages of LDA, 
the processing can be extremely costly in terms of time and computing re-
sources. In order to accelerate the modeling process, two well-established 
techniques may be applied: (1) modeling only random document samples 
during learning, and (2) pruning the vocabulary of the corpus. Although 
both techniques are frequently applied, there has been no systematic study 
of how they affect the results of the topic model. The present study tries to 
address this research desideratum.

Topic modeling can be a lengthy and tedious process due to at least 
three reasons. First, LDA is an iteration-based algorithm, and the calcu-
lation of a single model, therefore, cannot be parallelized. Second, an in-
creasing number of documents results in a linear increase in computing 
time and memory space (Niekler, 2018), which is why corpora of upwards 
of a hundred thousand documents might cause time issues. Finally, the 
literature suggests that multiple models with different parameter settings 
should be pretested and compared (Denny & Spirling, 2018) before a de-
cision can be made regarding the model that fits best in terms of inter-
pretability and the theoretical concept at hand (Bonilla & Grimmer, 2013; 
Maier et al., 2018). If the computational work for only one model is high, 
the estimation of multiple models can appear impractical, which, in turn, 
limits the usability of the method. Consequently, the application of LDA 
is less accessible, particularly for researchers with limited financial and 
computational resources.

Two techniques have been suggested in the literature to (partly) overco-
me this problem and accelerate the modeling process: modeling document 
samples and vocabulary pruning.

Modeling Document Samples
Maier et al. (2018) proposed using random document samples (in the lea-
rning phase) instead of fitting a model for the whole corpus. This appears 
plausible: if a document sample resembles the vocabulary distribution of 
its corpus, equivalent topics should be the result. Until now, linguistic re-
search has only confirmed this precondition: sufficiently large samples re-
semble the vocabulary distribution of the complete corpus (Hanks, 2012). 
The question of whether topic models from document samples also resem-
ble the topics of full corpus models still lacks empirical inquiry.
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Vocabulary Pruning
Pruning means cutting the most frequently and infrequently used words 
of the vocabulary of a corpus. In theory, the most frequent and infrequent 
words do not contribute useful information to a topic model (Denny & 
Spirling, 2018). Due to their low conditional probability, infrequent words 
will never appear in a list of topic’s top words. In contrast, very frequent 
words are not specific enough; such words will appear in the top words of 
every topic, and thus add no specific or exclusive information.1

As most words in the corpus vocabulary only occur once or twice 
(Manning & Schütze, 2003, p. 23-29), a relatively small fraction of words 
remains after pruning. A pruned document-term matrix, thus, has a con-
siderably reduced dimensionality compared to an unpruned one. Pruning, 
therefore, leads to a considerable reduction of computational work, enhan-
cing the algorithm’s performance, and stabilizing the stochastic inference 
(Maier et al., 2018, p. 101).

Disciplinary standards have emerged regarding the question of just how 
much to prune. For infrequent words, most authors discussing the techni-
que suggest removing words that occur in fewer than 0.5% (Grimmer, 2010; 
Quinn, Monroe, Colaresi, Crespin, & Radev, 2010; Denny & Spirling, 2018) 
‒ or, at most, fewer than 1% (Hopkins & King, 2010; Grimmer & Stewart, 
2013; Denny & Spirling, 2018) ‒ of all documents. For frequent words, the 
majority of authors recommend removing those that occur in more than 
99% of all documents (Hopkins & King, 2010; Grimmer & Stewart, 2013). 
Adhering to these relatively conservative pruning thresholds should ensure 
no valuable information is lost, while drastically reducing the vocabulary 
size of the corpus. However, although this technique is often used, there is 
no systematic study about how pruning affects the results of a topic model 
(Denny & Spirling, 2018, p. 172).

In the present study, we set out to test the effect of both techniques on 
the resulting topic models systematically. More specifically, we (1) investi-
gate how document sampling affects the resulting topics and (2) assess the 
role of relative pruning, i.e., stripping the corpus of both the most frequent 
and infrequent terms. To ensure results are generalizable, our study builds 
on three empirical corpora, which represent different usage contexts in 
communication research and exhibit different features in terms of content 
heterogeneity, vocabulary, and document size: one corpus of Twitter mes-
sages, one corpus of news articles, and one corpus of thematically focused 
web page content.
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Study Design
The feasibility of (a) sampling documents or (b) pruning vocabulary criti-
cally depends on whether a topic model for (a) a random document subset 
or (b) the pruned vocabulary yields similar topics as a model for (a) the 
whole corpus or (b) the unpruned vocabulary. Thus, we posed the following 
research questions:

RQ1: How large must a random document sample for a topic model, be for its 
topics to resemble the topics of full corpus models?
RQ2: Does the relative pruning of the corpus vocabulary impair the model 
quality as compared to models of corpora with unpruned vocabularies?

In order to answer these questions, we investigated the effects of document 
sampling and pruning on three document corpora, each representing a ty-
pical use case in communication research: a website corpus, a news article 
corpus, and a Tweet corpus. The corpora differed considerably on several re-
levant features, such as the heterogeneity of vocabulary and content, writing 
styles, and the institutional context in which they originated (see Table 1).  
The diversity of the cases allowed us to test the generalizability of the 
findings.

All three corpora were cleaned and preprocessed (Denny & Spirling, 
2018), following the suggestions of Maier et al. (2018, i.e., tokenization; 
lowercasing; removal of stop words, punctuation, and special characters; 
lemmatization). All corpora were prepared for two pruning modes that af-
fect the vocabulary sizes of the corpora. While in the first mode, the voca-
bulary remained untouched (referred to as “unpruned”), the second mode 
was a relative pruning approach, where the top 1% most frequent and 0.5% 
most infrequent terms were stripped. Here, we followed the low pruning 
thresholds commonly recommended in the literature, which minimized 
the risk of removing valuable information while still drastically reducing 
the corpus vocabulary size (for our cases by between 92.2% for the website 
corpus and 95.8% for the news corpus, see Table 1).

Then, five full corpus models were calculated for each of the three 
corpora and two pruning modes (see the two bottom lines in Figure 1).2 
These were referred to as reference models. Additionally, for each corpus 
and each pruning mode, we calculated five models for five different sam-
ple size categories (1%, 5%, 10%, 20%, and 50%; see the two top lines in 
Figure 1).3 Within a corpus and sample size category, we opted to calcu-
late multiple models for the same sample of documents, rather than draw 
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different samples. The latter option would introduce an additional source 
of variance, as it would mean including different sets of documents in each 
model. Since our aim was to assess within-sample size variance due to the 
stochasticity of LDA, this would have confounded two sources of variance 
and ultimately obscured the answer to RQ1.

Subsequently, our analysis proceeded in three steps (as indicated by the ar-
rows in Figure 1, right side).4 Each step consisted of assessments of the simila-
rity of word-topic matrices  using a measure based on top word-comparisons 
proposed by Niekler and Jähnichen (2012). First, we calculated the reliability, 
that is, the similarity of models in the same sample size and corpus category 
(comparison a Figure 1). The reliability can be thought of as a baseline indi-
cator for the stability of the topic modeling results. Second, we calculated the 
similarity of the sample model ’s to the reference model ’s (comparison b 
Figure 1 targeting RQ1). Third, we assessed the similarity between the ’s of 
the pruned and unpruned models (comparison c Figure 1 targeting RQ2). The 
next section provides details about the three corpora and the applied metrics.

Data and Methods

In order to assess the robustness of our findings, we used three real-world 
corpora, a collection of Twitter messages, a website corpus and a corpus of 
news media articles. Together these corpora represent typical cases in com-
munication research (see Table 1).

The Tweet corpus consisted of messages published on the microblog-
ging platform Twitter. The corpus was compiled by identifying public user 
profiles located in the city of Berlin, Germany, and subsequently capturing 
their messages as well as those of the users with whom they interacted. 

Figure 1. Study design. a = reliability; b = reproducibility sampled vs. full models;  
c = reproducibility pruned vs. unpruned models.
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Consequently, the corpus was not thematically focused but could be to-
pically diverse. As Tweets are rather short (maximum of 280 characters), 
raw Tweet collections were not considered suitable corpora to be mode-
led (Guo, Vargo, Pan, Ding, & Ishwar, 2016). We, therefore, followed recom-
mendations to aggregate Tweets into larger text entities (Guo et al., 2016; 
Hong & Davison, 2010), in this case, by concatenating all Tweets from the 
same user into what we called user-documents. In order to guarantee suf-
ficient lengths of user-documents, we limited our analysis to those with a 
minimum of 50 terms. Altogether, the corpus contained a total of 101,638 
user-documents, spanning two natural weeks in the summer of 2018. For 
practical reasons, we limited our analysis to messages in English language.

The website corpus represented the textual content published by vari-
ous social actors (e.g., civil society actors, bloggers, economic actors, me-
dia organizations) concerned with the topic of food safety. The data was 
retrieved monthly over two and a half years using the web crawling tool 
Issue Crawler. Starting from several seed websites of actors located in the 
United States that were deemed central to the issue, hyperlinks to other 
websites were followed with a crawling depth of two and a degree of sepa-
ration of one (for more detailed information, see Waldherr, Maier, Miltner, 
& Günther, 2017). In order to retain only relevant, food safety-related con-
tent, a keyword filtering procedure was applied. The final corpus consists 
of 84,268 documents. Due to the keyword filtering, the website corpus was 
more thematically focused, and, thus, more homogeneous than the other 
two corpora. Although the corpus may be regarded as relatively homoge-
nous content-wise, the document authors stemmed from heterogeneous 
institutional backgrounds with diverse interests and writing styles.

Finally, the news corpus contained articles published by the London-
based newspaper The Guardian. The Guardian provides an open platform 
for researchers and developers that allows them to retrieve news articles 
covering a large period. The dataset was a full retrieval of all available arti-
cles between 2015 and 2017. There was no search string involved and, thus, 
the corpus had no thematic delimitation. A total of 238,031 articles were 
acquired for our experiment.

In order to carry out the comparisons of the word-topic matrices  as 
outlined above (i.e., reliability; reproducibility sample vs. full models; re-
producibility pruned vs. unpruned models), we used a measure developed 
by Niekler and Jähnichen (2012). For each topic of a model j, the probability 
values of the n = 20 top words were compared to the probability values 
of each of the n = 20 top words of the topics in another model k. Two to-
pics were regarded as a matched pair if their top word probability cosine 
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distance was minimal and less than t = 0.5. The fraction of matched topics 
was defined as the share of reproduced topics. To obtain confidence inter-
vals for the share of reproduced topics, all possible model combinations 
were compared.5

Results

This section is divided into three subsections. First, in order to assess the 
stability of sample models, we look at their reliability.6 The guiding ques-
tion is how similar the topics of models are within the same (sample size or 
reference model) category. Reliability checks are needed because a certain 
degree of reliability is a necessary precondition for the sample models to 
resemble the topics of full corpus (reference) models. Second, we compare 
the sample model topics with the reference model topics (reproducibility 
sample vs. reference models). Third, we assess the deviance of pruned from 
unpruned model topics to see if they differ significantly (reproducibility 
pruned vs. unpruned models).

Reliability – How Reliable Are Topic Models from Sampled Documents?
The trajectories of the reliability values indicate a clear pattern (Figure 2). 
Models in the small sample size categories (1% and 5%) are much less sta-
ble than models in larger size categories (≥ 10%). The full corpus category 
(sample size = 100%) typically achieves the highest reliability values and 
should be taken as the reference point for the other models. Due to the sto-
chasticity of the LDA process, however, reliability will never approach a va-
lue of 1, not even in the full corpus models. The trajectories of both pruned 
and unpruned models (across all corpora) show a rapid onset of saturation. 

Table 1.	 Corpus Characteristics

Website Corpus Tweet Corpus News Corpus
Type of communication Issue-focused communication Social media communication News coverage
Timespan covered 2012-2014 Two weeks in 2018 2015-2017
Content heterogeneity Medium High Medium
N documents 84,268 101,638 234,031
Vocabulary size
  Unpruned 98,526 125,731 167,527
  Pruned 7,651 6,635 7,029
Terms per document
  Mean (SD) 601 (752) 392 (315) 427 (499)
  Median 375 310 343
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Beyond sample sizes of 10%, only marginal reliability gains are achieved. 
This result indicates, first and foremost, that (large enough) samples do not 
impair the reliability of a topic model.

In almost all cases, pruned models perform slightly better than their 
unpruned counterparts. This is a clear indication of the superior stability of 
topic models calculated on pruned corpora. The massive reduction in the 
vocabulary has a stabilizing effect on reliability mainly because the number 
of extremely infrequent, noisy words has no chance to confuse the topic 
compositions. With the exception of the news corpus, the small differen-
ces between pruned and unpruned models remain more or less constant 
across sample sizes, i.e., pruning has a constant but mostly insignificant 
effect on reliability.

Comparing the three corpora, it is noticeable that the news corpus 
achieves higher reliability values throughout all sample size categories, 
most strikingly in the small size categories (1% and 5%). This finding has 
two potential causes: First, the news corpus is the largest, comprising more 
than 230,000 documents. Therefore, even small samples cover a large abso-
lute number of cases (1% = 2,340 documents, 5% = 11,702 documents). We, 
therefore, see the first evidence that the absolute number of documents 
may be more critical than the sample size relative to the full corpus, with 
sample models of fewer than roughly 10,000 documents suffering in reli-
ability. Second, the content heterogeneity of documents is restricted. The 
news corpus only contains editorially processed media texts. This feature 
translates into a relatively homogenous writing style within comparatively 
clearly delimited thematic sections. Such characteristics are beneficial for 
topic models because the topics’ top words tend to be highly specific, and 
overlap of top words is less likely.

Reproducibility – Do Sampled Models Resemble Topics of Full Models?
Topics of sampled models resemble the topics of the reference models if 
the sample size approaches a threshold value of ≥ 10% of the full corpus 
size (Figure 3), but no less than approximately 10,000 documents total. 
This pattern holds across all three corpora. It is unsurprising that the 
looming saturation of the curves corresponds with the findings presen-
ted in the previous subsection (Reliability). The obvious similarity of the 
reliability and reproducibility graphs (Figures 2 and 3) suggest that only 
reliable sample models are capable of resembling full models. However, 
there is also a notable difference between the curves: while there is only 
a marginal reliability difference between pruned and unpruned sample 
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models, pruned sample models exhibit significantly better reproducibi-
lity than unpruned models. As with reliability, this finding can mainly 
be traced back to the restricted vocabulary in the pruned sample and 
reference models. The large share of infrequently used, noisy words is 
eliminated through pruning. Consequently, the top word distributions of 
topics are less likely to be disturbed by intruder terms. Topics of pruned 
sample and reference models are likely to be more similar than their 
unpruned counterparts.

Notably, as compared to the other two corpora, the news corpus stands 
out because the share of reproducible topics is generally higher. Again, this 
finding has the same two potential causes as laid out in the Reliability sub-
section: (1) Due to the larger size of the corpus in absolute terms, small 
samples comprise a large number of documents. (2) Because of the profes-
sional editorial processing of media texts, content heterogeneity is restric-
ted, and the top terms of topics tend to be highly specific.

Figure 2. Reliability of topic models.

Figure 3. Reproducibility of reference models from sample models.
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Pruning – How Different Are Pruned from Unpruned Models?
When comparing pruned and unpruned models, we find that the respec-
tive topics share great similarity. Figure 4 shows the share of matched to-
pics between pruned and unpruned models of one kind (same corpus and 
same sample size category). The figure provides evidence for three aspects. 
First, there is again a clear saturation effect: beyond a certain sample size 
threshold, only marginal gains in the share of matched topics may be 
achieved. This means that pruned, small sample-size models are less simi-
lar to their unpruned counterparts. This makes sense as small sample-size 
models (pruned and unpruned) are less reliable than large sample-size 
models. Put differently, pruned or not, the topics of a topic model will not 
change considerably if the calculation is based on a large enough sample. 
This indicates that it is not necessary to take the vast majority of (infre-
quent or very frequent) terms into account. Extensive pruning boosts the 
performance of LDA as it massively reduces the dimensionality of the term-
topic matrix (between 92.2% and 95.8% for our corpora, even with our con-
servative pruning approach).

Figure 4. Reproducibility of unpruned models from pruned models.
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Conclusion

In summary, we find that topic models may be calculated from sampled 
documents without impairing the resulting topics. It is important, however, 
to choose a sufficiently large sample size. If a sampled corpus contains too 
few documents, topic models will not be reliable, and unreliable topics will 
not resemble the topics of a full corpus topic model.

Our findings suggest that “large enough” should not be defined exclusi-
vely as a relative share of the overall number of documents, e.g., 10% of the 
documents. Instead, it depends on the absolute sample size. In our test ca-
ses, a sample of 10% was more than enough if the full corpus covered more 
than 230,000 documents (news corpus). For our smallest corpus, Websites, 
a 10% sample still yielded satisfactory results. If the corpus was slightly 
smaller (e.g., < 80,000 documents), a 10% sample could be borderline in-
sufficient. To ensure the validity of document sampling, we suggest random 
samples of at least 10,000 documents or 10% to 20% of the corpus size if 
the total number of sampled documents is > 10,000 documents.

Our research also provides evidence that pruning does not impair the 
resulting topics. On the contrary, models based on pruned documents are 
more reliable than those based on unpruned documents. Pruned sample 
models resemble the topics of the full corpus models better. Moreover, to-
pics from pruned sample models do not differ markedly from unpruned 
models.

Combining both approaches, or even using just one of them, drastically 
boosts the performance of the LDA algorithm and, therefore, makes topic 
modeling more feasible even with limited time and computational resour-
ces. Exemplary numbers for the Tweet corpus presented in Appendix A il-
lustrate the size of this effect. Calculating models for the (unpruned) 10% 
sample of the full corpus takes about 12.5% of the time it takes to calculate 
a full corpus-model (29.9 vs. 238.6 minutes). Pruning the corpus vocabulary 
of the 10% sample model further decreases the required time to 18.8 minu-
tes (62.9% of the time required for the unpruned model). Taken together, 
both recommendations, therefore, reduce the required computing time by 
92.1% or, in absolute terms, 219.8 minutes (i.e., 3.7 hours).

The results presented in this paper will be beneficial to future topic 
modeling research. Topic modeling may be accelerated immensely if it is 
based on random document samples, and the vocabulary is pruned. We 
believe that sampling and pruning may help researchers to accelerate the 
otherwise lengthy and costly process of model selection (i.e., calculating 
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many topic models with differing parametrization and choosing the one 
that fits best). Additionally, our study provides evidence that a quick corpus 
exploration (using sampling and pruning) may now be done with confi-
dence that the insights gained have value.

Although we used three text corpora with different characteristics for 
our inquiry, we cannot exhaustively rule out that diverging results might 
be observed for corpora created from other kinds of text sources. Corpora 
of political speeches or political manifestos, for example, usually feature 
single-issue documents, high term count per document, and long periods 
covered. For such corpora, samples of less than 10,000 documents may be 
sufficient, and pruning might also play out somewhat differently. Future 
applications should, thus, test the effect of sampling and pruning on their 
topic models for the case under study.
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Notes

1	� Lack of exclusiveness and insufficient salience of words can also be countered with 
the application of top word-ordering strategies, such as the FREX ordering (Bischof & 
Airoldi, 2012). For an overview, see Sievert and Shirley (2014, p. 64-65).

2	� LDA models are probabilistic by definition. Thus, their results do not feature determi-
nistic robustness, i.e., two models for the same corpus with the same parametrization 
will yield slightly different results.

3	� All models were calculated for the same parameter sets, i.e., K = 50 topics, α = 0.5 and  
β = 0.02.

4	� The word-topic matrix  provides the conditional probabilities of the words by a given 
topic. The 20 most likely words of each topic are used for the topic interpretation.

5	� For detailed information, visit https://github.com/danielmaier-fub/sampling_pruning_lda.
6	� Calculating the reliability is not only a way to assess how well a model can be reprodu-

ced if calculated multiple times; in comparison with other corpora, it is also a way to 
assess which corpus characteristics impact the stability of the LDA process. Because the 
document samples are fixed (i.e., each model within one sample size category (and cor-
pus) is calculated based on the exact same documents), one would expect the reliability 
to remain relatively constant across sample size categories. However, if the reliability 

https://github.com/danielmaier-fub/sampling_pruning_lda
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metric shows increasing trajectories across sample size categories, this is an indicati-
on that more documents in absolute numbers are required to stabilize the modeling 
process.
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Appendix A

Topic model processing time (in minutes) by sample size and pruning mode

Sample Size 1% 5% 10% 20% 50% 100%

Pruned 2.5 9.8 18.8 38.0 91.6 181.8
Unpruned 4.6 17.9 29.9 53.1 120.9 238.6
Note. Processing time in minutes for the Tweet corpus. Computer configuration CPU: Intel ® Core ™ i7-7820X 
(3.60GHz), Memory: 128 GB.
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